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RANKING OF COh.i.'.UNITY ORGAI.'IZAilONS 

1. Introduction. This p=tper treats some problems which came up in connec- 

l tion with the task of ranking oocial organizations on the basis of their cor,,v.on 

members. If & and /are two organizations and if the leade: s in /are ran of 

the mill members of J'  and if no high ranking members of fr belong to /we 

would f*«l intuitivoly that <f  is "higher" than /in the social hierarchy. In 

addition to the relative height of two organizations we are also interested in 

their relative "spread". If for example, & and /were each divided into 

leaders, middle group, and bottom group, and if the common members of the two 

organizations came from the middle group of V but came from all groups of / 

we would say tnat V ha3 greater spread than /. 

If there were some independent measure of the heipht of individuals one 

could define height and spread relatively easily. For example, if v^-h.t**,i 

ha? r members and h(a) is a real number represent!n.r  the height of a we 

could take 

(1)        h(*) =J £ h(a) 
'        r   atp 

as a measure of the height of W and for the sproad of tffne could take the 

variance 

(2) »(j& = I   £      (h(a)-h(^): 

or the maximum difference 

(3)        8'(f)=atJ  h(a) ~ SiV h(a)  * 

However, in general, there ' ; no acce;'.abl measure of tr height of an in- 

dividual so it ia desirable to construct measu^s which depend only on the 

amounts of overlapping between subdivisions of the various orpp.nizaticne. Here 

the measures may be only relative, i.e. will merely t.eil which of two orgar.iza- 
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tions is higher without giving a measure of the absolute height of either nf *>.*! 

organizations being compared, 

2, Relative Lsigftt and spread of oairs of organizations. We suppose that 

each organization ¥ is subdivided into n strata j\'****  / n 3tartinS with 9. 

highest {jroup Jr.  and going down to a lowest group w  . We set 

U) Pi <= 0^) /O(^)    (i = l,...,n). 

[For any group jtwe denote by C (ft) the nunb-r of members of ft J    Let /be 

a second organization 7<ith strata ^/.y...t    f   and sot 

(5) qi-Offfy/ortfi. 

K0W| if •>/*)/is not empty we set 

(6) 'iJ-0(Pl /?fy / 0(^/?9^> (i> j = i,...,n). 

We wish tc construct some function of the p*, 4^, r«< which will tell which of 

© and /is higher and to construct another function which will tell which 

has great spread. 

A special case of importance is that of equal subdivisions, i.e. 

(7) P< = I* = (i = l,.,.,n) 

whereCT" = - . In this case the functions will depend only on the n by n matric 

Fir3t consider the problem of relative height. If an individual a belongs 

to Pi ^% where i>J, i.et, if he  occupies a higher position in JPthan in y 

then so far as this individual is concerned /is higher than p* . This con- 

clusion, of cource, depends on thr assunyfeiens that the indiviaual tries to 

achieve as high u ooition as possible in each organization to which he belongs, 

and that the position achieved by any individual depends ~nly on Ms "hei^h*"" 

(which we do not knov<). In practice neither of tr"*ee assumptions is valid for 
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each Individual although they might tend tc be correct in the average. 

One would say that an individual in f*^   /1 A  givea more evidence of dif- 

ference in height of 4r end y than one in JP2  */£.  This suggests the fol- 

lowing function 

(8)        f(R) = X (i-J) r 
ij 

ij 

and the definition p  is higher than ty,  written P £ °]i.t  f(R)>0. If 

f(R) s 0 we say that W and Vhave the same height, written W = *y. 

Let Uj, = T^ rA i,  Vj = £ rn (*•*$  = 1»« ••»**)• Then we have 

(9) f(R) = Eu*ir*i)* 

To see this we write 

f(R)« £ f",rf f Ir« = f'vf'v^' (V"i 
Next, for spread we firot consider for each i the average position in /of 

the members of w.    fl  /, This is given by 

) 

(10) 

and dually 

(11) 

ri. = ui £ J rij (i = l,...,n) 

r . = —    y        i r. ,. 
>J  Vj   -5-     ij 

We then introduce the function 

(12)        g(R) = Z    ](r, - J)2 £U -  (r , -i)2 |lij 
H   *• "' Ui •" "j "* 

and say that D  has greater, equu.1, or less spread than ^r according as g(R) 

is positive, zero, or negative. 

These functions f(R) and g(R) ar;: not the only ones that could be used, 

and are introduced primarily so as to provide something concrete to work with 

in building a theory. 
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We observe that if p/lyis  empty (e,g, & m Rotary, Y= Lions or p = 

Methodists, / - Catholics) we get no comparison. One might say if W/l   fl* 

empty but wf] j\ and /'/flare not empty we should somehow use the functions f 

and g computed first for pi and ft  and then for / and ft and then make some 

comparison of V and / , Such a comparison would be justified only if the 

order given by f( ) is transitive, i.e. , p£  ^and ^ $ implies p*   % . 

This is not the case as the following example shows. Take n=2 and let the only 

common members be those indicated in the table below. 

ft 

Z 

a. *7> ai 

£ 
tfl a3 

fit *2 
then clearly p*  % °/<   /?, and J?<  p. 

In spite of their limitati ns the functions f and g may be useful as 

building blocks in a theory. 

3. Unbalanced stratification;. We turn next to the case of unequal subdi- 

visions, and consider how the numbers p^, q* should be introduced into the mea- 

sure* The point of view we take is that, theoretically, one should always 

strive for equal subdivisions and the numbers p.,, q, should be used in correct- 

ing the matrix R for*-any bias introduced by unequal subdivisions. We do this 

by constructing a new matrix R* = (r?0 whose entries are estimates, based on 

the observed r.., p, q,, of what the matrix R would have b'/cn had the subdivi- 

sions been equal* We shall describe the process of passing from R to R as 

removing the biae caused by use of unbalanced! stratification. 

We now set up some general criteria which will serve as tests for the 

adequacy of various bias removing constructions. 

First we have some requirements for whatever functions are used to measure 

height and spread. If the subdivisions of ^and /are equal and the matrix R 

is symmetric (r.e, r. . = r.j) we require that "P end /shall have the same 
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hsigh* and the same spread. 

Consider the case of a single organization V straLified by two different 

inveotigators into subsets  f^,,.., JP;J and ^,..., °y   with corresponding 

proportions p^»»..jPn and q^>«..,qn» We now apply any treasures of height and 

spread treating p as though it were two organizations. .Ye assume that the two 

stratifications are consistent in the sense that there exists a simple ordering 

of the individuals which is a refinement of both stratifications. This is 

equivalent to the requirement that for each i and j one of the two sets 

Y\ t*..L/ f\t   A \J**» [J /*  contains the other. 

This assumption makes it possible to compute the r  as functions of the 
A J 

p^ and q*. Clearly rv, = min (pj^q,). Proceeding inductively we get 

1 

(13) ril + ri2 + ••• + rij = nia(Pii "«(©»Ql + ••• + q^-Pi-...-Pi_1)) 

and its symmetric counterpart 

(U) flj + r2j +,*'+ riJ = mln^j» »»x(o,p, +...+ P1-q1-...-q,_1)) 

In particular 

(15) ui = pi» vj = qj ^»J = 1»»«»»n)» 

Now suppose that a function R* = b (R,p1,...,Pn, Po'"*'^ 
ie Pr0P08ed 

as a bias removing construction. Complete removal of bias for two consistent 

stratifications of a single organization ^would lead to 

(16) R*=J-In, 

since this is what would be obtained from consistent equal subdivisions. How- 

ever, if this were not achieved one might ask thet R be symmetric, i.e. 

(17)      R* = (P*)Tr  , 

here Tr indicates transposed matrix. 



*H" 

ENGINEERING RESEARCH INSTITUTE UNIVERSITY OF MICHIGAN 
If R 1B symmetric then we at least are assured that we will not be claiming 

that an organization is higher than (or has more spread than) itself. 

Finally with reference to particular measures f(R) and g(R) of relative 

height and of relative spread we might ask that 

(18) f(R#) = 0 and g(R*) = 0. 

Note that (16) guarantees (17) and (18), and (17) guarantees (18) whereas 

knowing that (18) is true for one pair f( ) and g( ) pives no guarantee that it 

will hold for other measures. Thus it i3 highly desirable to achieve (16) 

and (17). 

4. Bias removal by matrix multiplication. If ft and /are two stratified 

organizations the bias in the comparison matrix R can be regarded as coming from 

unbalance in both stratifications. It is natural to ask if we can remove the 

bias in two steps, one to care for the unbalance in the p.  p.nd on:; for the un- 

balance in the /.;  and moreover, so that the first step is independent of y 

and the second step is independent of p . In other words we ask if it is pos- 

sible to associate a correction operation with each stratification of each 

organization. 

Let  &,..., V   be a stratification of ^and let jTl,..., ^ji be a con- 

sistent equal stratification. [Here we assume either that 0(Jp) is divisible by n 

or that 0(£$ is large enough in comparison with n so that approximately equal 

subdivisions are possible, For example, the case 0(tt = 10 and n = 6 would be 

ruled out, but 0(£) = 50 and n = 3 would be accepted. Actually the corrections 

obtained can be applied in every case but the justification depends on the exis- 

tence of the £*••/ 

Now suppose that p,. is the proportion of f*.  which lies in £i, i.e. 

Pij s 0( Pj ^^ / °'jfy* clearlv Fj = U  ( Pj HZ*-),  hence 

(19) £ P„ = 1. 
i  1J 



I 
•*v 

ENGINEERING RESEARCH INSTITUTE   •   UNIVERSITY OF MICHIGAN   -, 
Since Pj = 0( jPj)  / n(*)  and«r= 0(£i)  / 0(p we  heve franC = {/ft f)£i) \ 

J 
that 

o(£i) 

0(f)" 
or 

=   -----  X   o(f 
o(f) T       J /)£)  = X o(f>j/)£)       o(fj) 

3    o(fj) >(f) 

p  P, 

i stratifi- 

(20) c— = jr 

Because of our assumption of consistency bet-K.-on the j*  and ^s. 

cations we get 

(21) r „ 
0 if    Pl+   ... +pj 5 (i-l)r 

pl+ "* +P:I~(i-1)«",lf Px
+ ••• +Pj_i * (i-l<r-<P1+ ... +p. *i<T" 

*"•" if p +   ... +p    .     <   (i-lr"and  i*--*p +   ... +p 
p. . p,= < 1 j-1 1 j 

"; if (i-lV-^p^  ... +p       and p+  ... +p   fir 

•- (p1+  ... +Pj-X) if (i-ljo-^p^  ... 4pj_1 f ir^P:+  ... +p, 

if ir*v-f ••• +PJ.2 

Jfo define the bias correction for ©to bo the replacement cf the matrix 

R by the matrix R' where 

i^r-. 

(22) 
•1J = fPirJ 

This has the effect of splitting r  into the same proportions as "^y     is 

split by the JL*. 

In matrix form (22) becomes 

(23)        R'=PR 

whore       P = (PjJ. 

To remove the bia? caused by inequalities in the stratification of yw 

form the matrix Q = (4j,) v/hero .]4. = 0(^/?J£"i) / O(^) and then replace R» 

by R where 

(24) "ft riJ "friy V ' 
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In matrix form 

(25)       R* - R'Q1* = PRQ1* 

The associativity of matrix multiplication, i.e.. (PR) q^ = P (a}1*), shows 

that the final :-esult la independent of the order of the corrections. 

The following example illustrates the procedure. Let fl? = /havt two con- 

sistent stratifications in which p. = £, p2 = ^, p, = £, and q1 = i, q = 1, 

q^ = 1 then (see(13) and(21)for computations of R, P, and Q) 

(26) 

R = 
I   \   • 
° i I 
o o i 

F = 
I  ° 
3  2 
0 

0 

0 

1 

Q = 

4  0 

and 

(27) 

R* = P R QTr = 
-5 
27 27 

l08   SZ    12 

&  ii   i 
This result is no accident. For let 7©^ and y^  be any two consistent 

stratification of an organization and let R* = PRQTr. Then u* - v. = fwhere 

Uj u  Trvut*  etc» *e ^iave 

(28)        uI=Jrl/=^Pi4tr^i«- 

Now by (19),Xq^» 1, hen*e u* S
^XP^^*<^» 

By (15) X »*<,*= -R*» heneo UI[ CXP  P^8^ bv (2°) l-1*  i«*tf—» The Proof 

for v. sfls similar. 

It now follows from (9) that f(R*) = 0, i.e. condition (18) holds for the 

f( ) defined in (8). However, for R* given by (27) nc do not have g(R*) = 0 

henoe the second half of (18) fails for the g( ) of (12). Of course (27) shows 

that neither (17) nor (16) hold for this type of bias correction. 

L 
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More generally we ask for ways in which a matrix P can be assigned to each 

(p., ... ,p) so that wherever <£., ... , y   and °fi,   ... , /£ are two consis- 

tent stratifications of an organisation, that R = PRO.71" has u*= v, = CT" 

(i,J = 1, ... ,n). In view of (28) it is sufficient to have equations (19) and 

(20) for each P. 

We naturally require that P = 1^  if p-j= *.. =pn =j— since then there is 

no bias to be corrected. Now if q.s ... =q = ^—, i.e. Q = I we get 

u* cf r*y mjfc pi«.r<*'=£piV<*alnce £*w= pi* 
This shows that condition (20) is also necessary. We have not been able to de- 

termine if oondition (19) 1B necessary. 

5. Bias removal by simultaneous co. ructions. Although this first rethod 

is not entirely aatisf .ctory it points the way to a second imporved method. 

One objection to this first method is illustrated by our example above. Here 

p. - 1 was too large and we corrected each r.. to take account of this. Now, 

since JTl &*  and^l is higher than £.2  perhaps we should have assumed 

that all members of j*.    (iy\  belonged to ^£l and have made any necessary cor- 

rections on the later r..i. The followinr method incorporates this idea. 

Suppose that f\ U-.-UR-!    C.£l        U-UZ^ft       U-Ufh, 

i.e. p,+ ... +Ph_T*^*f *   PT+ ••• +Ph* ** 8eems reasonable to require that 

(29) U^ .. . +Uj = u^+ :h-l +*uh 

wheree^c (ifl•-    (p +  .,. +p.   ,)) / P^*    This  is equivalent to arr.uri.ng that 

for each organization   /we have 

o(fh/")<7)        
C    o(fh) 

We introduce a more detailed note.tit,n to ecu e for all i. Li.-t h be defined 

by the equation 

(30) 
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(31) 

and let 

(32) 

pl+ •*• +ph -1 < lr"* pl+ *••' +Ph  ^1» •"• 'n^ 

o(i=  Uc- -Px- -F hi 
_x) / Ph   (i= 1, ... ,n ). 

Similarly suppose that k and P   are defined by 
J      J 

(33) 

and 

(34) 

v •••+V1 * Jr"*qi+ •••+<ihJ 
(J = 1>  ...  ,n) 

(35) 

and 

(36) 

P< = (Jtf~- qx- ... -qh _x) / qk        (   J = 1,   ...   ,n). 
J « 

* * 
Wo now define u   and v    inductively by the equations 

u* = ux +   ... +uhi-1 + ^jUw    - My ... -U^j    (i = 1,   ...   ,n) 

1 - V •" +Vkj-1 + ^J Vhj " V — "Vl    (J = lf  —  ,n)* 

Our next task is to define a matrix R = || r*    1 for which the u. and 1 
to v. are respectively the row and column sums.. Our definitions arc ir.'luctive; 

J              -> 
• *   * 

determine r  we assume that all r. ., r.. with h^i or k<j are already known. 

First, we set 

(37) 

(38) 

(39) 

UQ) 

(U) 

O,,   =   Ut, ij       ht -^1" — -'hjkj 

'a - \ "rlkj rhikj 
«         »J # J              * 

°ij = ui - ru - ... -r^ 
**         * «                  * 
dij = VJ ' riJ " '*• ~ri-lj 

rIj = ** 
f    *           A*                           t 

hj» 4ik 

(ij = 1, ... ,n) 

(i,j = 1, ... ,n) 

UtJ = 1# .«• »n) 

(i,j =1, ... ,n) and then 

, max (cjj -V^, d*j - ^ dtj)/ . 

Note, that for i = j = 1 (41) reduces to 
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(42) 11 = min [uj, vj, nax(uj -^jO^, vj - P^ dn)j 
11 

which gives a basis for the inductive definition. 

We now apply this second method of correction to the test case of two con- 

sistent subdivision* of an organization 'r  . We now have from (15) Uj = p., 

v. = q. and hence from (32) and 34) we get 

U3) Ui = VJ =^"^i,J = ~x>  ••• >n)# 

Next, from (13) and (14) we get 

cij " P^ " "^V^ •" +qkj ~*1 "Phi-l* 
and 

diJ = \ " "^^kj'Pl4' ••• +Ph1 ~ °.1_ ••• -^kj-1^ 

Thus OJJ = 0 if p^+ ... +pn   » n-)+  ... +qj{    and otherwise d^. = Oj  hence 

""("ij " **i °ij» diJ "   *i diJ^ ^min(Cij» d*j) from which it follows that 

(44) r*^ = minfo^, djj ) (i,j = 1,  ...  .n). 

In particular r.. = 0—» *• now teh as *n induction hypothesis that 

(45) ry^ ^VSVM* 

for all (y ,^)   ^ (i,j)  such thatV^ i,^-* J.    Then 

d^-if J*l 

if jX 
(46) 

and 

(47) 

Hence 

«      (c 0-if   Uj 

if   i>J 

r     = min(c* , d. .) =y^  . 
ij "  ij'    ij'    " »ij' 

n 
This cor.iletds the induction argument one establishes the equality R   -f^l • 
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Thus we see that this second method of removing bias meets our strongest test 

oonditioti (16), whereas the first method gives only the weaker condition (18) 

and this only for the f(R) given by (9). 

6. Some relations between the unbiased matrices and their functions. Let 

R? be toe comparison matrix after bias is removed by matrix multiplication. 

Let AJ> be the comparison natrix after bias is removed by simultaneous correc- 

tions. Let tL and 7. denote the row and column sums respectively for R_ 

(u, and Vj will refer to R_). 

First we will show that 

US) u. 

To prove this it is oonvenient to have (21) written in a different form. After 

dividing both members of (21) by p, and introducing the hj_ defined in (31) 

we get 

0 if   1<\_X 

!-*!_!   if   J-ht.!^ 

siJ 1 

<*i 

0 

7Pj     if vx = j h, 

if h^1<J<h1 

if h1-1<j * hj 

if h.<J 

where    M. = • •——Ji 

Vi 
and 

1**°4i-l K X " 
(i-l)g-- P^ ... -Phj.x-1 Pj+  '" ^Phj,! - tt-U*- 

Phi-1 Pfti-1 

Remembering that R^ - PRQ    , and using (28) and (19), we write 

(50) U* 'JOr/w V^ **« = &1' **« = P^ V ' 
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We have from (35), using the new notation, 

(51) 

and 

13 

ni ~ ul+  ••• +uhi-l + °*i uhi  "^Cl+  *•* +Di-2 + ^1-1^ 

(52) n^ = u1+ ... +uh^i-1 + "i.i"^ -(V ••• +C^}- 

Hence, on substituting (52) in (51), we write 

(53) ui = (1- "^K^ + uhi_i+1+ ... +uhi_1 + •riuhi, if ht-1 <h1. 

if hi i = hj, then 

(50 nj = («\- «!_!) uhl = C #Uhi = p^u^, 

since 

**i" *i-l 
U"-(p1+ ... •Phj-l (i-Dr--^ ... +Phl_1 

Phi 
Phi 

So In any case, we see by (A9) that 

(55) 5i = £PiJUJ 

for if J <h.  . or p>h. then p.. 

(56) 

Next we will prove tlat 

•     — # 
0.    Thus u. = u.  •    By a similar argument 

T!r*j • 

07) f(nj) * f(Rj), 

By (9), U8) and(56) 

f(Hj) = £ l(uj - vj) = £ i(u* - vj) = f(Rj). 
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7. Some illustrative examples. The particular cases of equal consistent 

and unbalanced consistent stratifications have been covered in the development 

of the theory. We will now illustrate the thiory for unbalanced stratifications 

when a comparison matrix R is given. 

Example 1. let j* and /be two organizations with two stratifications 

each where p% * |, p^ • |, qx * (>,  q2 « 2 and 

R = 

2 
15 

&    d 
_l 
10 1 

For example, 4? may have 50 memV.rs with 20 V longing to  ^    and 30 tc   ^ , 

and   /may contain 70 members with £0 belonging to     X and 30 belonging to^. 

Of the 10 members ^and    /have in common 2 of the memi-?rs in  V  are also in 

^/   , U of the members in   j'. are in    vC > 3 members in   ^   aro in ^^, and 

1 member in   ^.  is in    / . 

SOT \ = J5- "2 = ^' Tl = 10 ^ V2 " 10-    S° fr0" (9)' 

«« = i(J . $ • a(j4 - -2) = - -1. 

Thus we conclude that /is higher than • for the biased matrix R. 

Further, r. = 5 r  = 5 r  = § and r  = § . Thus by (12) 
'1.  3  **  <•  »1  5    .*5 

g(R) = (| - I)2 § + (| - 2,
2 I + (| - l)

2 I + (| - 2)
2 1 

(6    -n2 2 r§ ?)22 rfc -n2 4 _ r§ _ 2^2 x - -L. 

So we say W has rreater jpread tha.-. /. 

« 
We wish also to find the unbiased matrix R , From the definitions of p.. 

x ^4 

and q    ,  uaine the jarticular illustration with 50 and 70 members respectively, 

we find that 
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p = 

1   I and Q = 

x 
8 

0 

0 

15 

I In general, P and Q may r.iso be found by (21) A  So 

fl 
R* = (PR) $* = gl 

Hence by (9) and (12), 

1?   25 

15   5 
I        M 

2  1 
8   8 
0   1 

_1 
96 

21   A3 

21   11 

n 

and 

g(R,) •w .034, where ••^is an approximaticn symbol. 

Finally, R, is found In the following way. Since•* = £, for i = 1, 
1 - a .5- =  i 

6 

and 

| <1»J ^ | + 2 and thus h = 2. So by (32) o^ = J. 

5        ^)  7 
Similarly when i = 2, h2 = 2 and °^2 = 

1* when J = 1» ki = 3 and &\  - 5 

when J » 2, kg s 2 and ^ a 1, Thus by (35) and (36), uj = u. +^ t^ = |, 

"2 = 3* vl = 15 and v2 = I§* Further U3inS (37) and (3-), c^ = u2 = r21 = ri, 

°12 = °» c21 = lJ» c22 = °» dll = ° ~ d12 = d21 = d22' Fron' ^39^» ^°^» and 

(41) we get in order 

cll = ul = j» 
dll = VI = I? 
r,, = min 

*        ..»"•"•"       11 
C12=Ul-rll   =*8 

12        2 

r, = min 
12 

etc. 

(H-- H • & i$ — IM'$- 

is' * « fe - °- $ • 8' 

7 
15' 
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sc that 

W 
21 

0 1- 16 I 

Hence 

g(pJJ),w- .016. 

In this example the two bias corrections lead us to oppostie conclusions 

for relative spread. 

Example 2. Let ^and /be two organizations with throe stratifications 

each where P]> - £, Rj - \,  P3 = \, ^  = \, ^  = \, ^  = \ and 

R = 
10 

2 4 0 
0 10 
10  2 

By the methods used in example 1 vxc find that 

*   1 10 32 0 
23 22 0 
21 6 36 

and 

2U 0 c 
L, 11 0 
0 9 12 

•     1 
A2 = 63 

We thus find the relative height n^ relative sorcc/' num'v.rs t-.s  .-ive.n in Tablel, 

Table 
g f 

R .062 -.200 

.225 
12  /^.217 
60 

*2 .071 



ENGINEERING RESEARCH INSTITUTE   •   UNIVERSITY OF MICHIGAN 
For relative spread all three tests elve the same result, i.e. ^p has 

greater spread than /  •    As for relative height, the unbiased matrices give a 

result which differs from that of the biased r.atrix. 

Example 3. Let y* and /be two organizations with three stratifications 

each where Pi = J> P2 = ^» P3 = g» *1 = g> q2 = \*  q3 = 3' 

and 

17 

»-i 
0 
0 
± 

0 
0 
0 

1 
G 
0 

We find 

* 1 0 
0 
3 

0 
0 
0 

2 
1 
0 

and 

*  1 2 0 
1 0 
0   0 

0 
0 
3 

From those values of R we get Table 2. 

Table 2 
-*• 

0 
0 t 

R 0 0 

•5 2 
" 9 1 

E 
< 

.2 
9 

Without bias removing matrices we would conclude from Table 2 that the 

two organizations have the same relative height and tho same relative spread. 

But the unbiased matrices show that £/ is higher than /r.hereas /has 

greater spread than jQ . 
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Example 4. Let W and 7\ 

each where 

be two organizations with four stratifications 

P, = 

<L = 

V p?. 

5'q2 

I9  P3 
1 
5'S 

and 

R"io 

1 
0 
0 
3 

0 
1 
0 
0 

0 
1 
0 
0 

1 
1 
0 
2 

Thus 

Ri = ZSo 
27 9 9 27 

9 35 A3 33 
0 16 20 12 

108 36 2U 72 

and 

9 9 0 0 
6 8 16 0 
2 0 0 0 
9 7 8 36 

R* - 1 

along with R give the numbers found in Table 3. 

Table 3 
g f 

R 1.528 .300 
« 

R, 
if 

-.043 
.4.50 

< -.965 

From Table 3 we conclude that 4? is higher than  /in til cases.    The two 

bias removing tests indicate that y  has greater spreed than ^, but the 

given matrix indicates that y has greater spread  than    V, 
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These examples indicate the importance of the bias removing processes and 

also that each method for removing bias has value. In example 1 we see that 

bias removed by simultaneous corrections is necessary for relative spread. In 

examples 2, 3, and A  we see that some sort of bias removing method is needed. 

If we wish only to test relative heifht, then the R* matrix is unnecessary. 

Further in all the examples e(R|) * g(R^). Whether this is generally true 

is still an open qutstion. 
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